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Abstract. A promising approach to reduce the system costs of molten salt solar receivers is 
to enable the irradiation of the absorber tubes on both sides. The star design is an innovative 
receiver design, pursuing this approach. The unconventional design leads to new challenges 
in controlling the system. This paper presents a control concept for a molten salt receiver sys-
tem in star design. The control parameters are optimized in a defined test cycle by minimizing 
a cost function. The control concept is tested in realistic cloud passage scenarios based on 
real weather data. During these tests, the control system showed no sign of unstable behavior, 
but to perform sufficiently in every scenario further research and development like integrating 
Model Predictive Controls (MPCs) need to be done. The presented concept is a starting point 
to do so. 
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1. Introduction

Molten salt towers remain the leading technology in central receiver power plants today. De-
spite the advanced state of the technology, there is still high cost reduction potential. The star 
design pursues the approach of enabling the irradiation of the absorber tubes on both sides. 
That leads to a higher aperture surface area per used mass unit of high temperature alloys 
and thus to lower receiver system costs [1]. However, the star-shaped arrangement of the 
panels and their special interconnection lead to new requirements regarding the control system 
of the receiver. The salt flow from the inlet tank is divided into two flow paths. The mass flow 
through each of the flow paths is manipulated by a control valve. The salt streams merge again 
after they have passed the first two wings of the receiver. Then the salt flows through the third 
wing and enters the outlet tank. In common external molten salt receivers, the salt flow is also 
divided into two flow paths, but they just merge again at the very end of the receiver, so that 
the flow paths are hydraulically decoupled. In the case of the presented star receiver, the flow 
paths are hydraulically coupled. For example in cases in which the mass flow in wing 1 is 
reduced by closing the control valve in that flow path, the control valve in the other flow path 
also needs to close a bit to keep the mass flow constant. The hydraulic coupling leads to direct 
feedback between the individual control loops and thus to an increased risk of instability and 
oscillations. Figure 1 shows the configuration of the investigated system. 
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Figure 1. (a) Schematic sketch of a receiver in star design, (b) simplified Process Flow Dia-
gram (PFD) of the receiver system. 

This paper presents a control concept for a utility-scale molten salt tower receiver in a star 
design. The primary focus is on developing a stable and functional control system as simple 
as possible. The central tasks of the control system are to control the outlet temperature of the 
receiver and to minimize the temperature difference between the two parallel flow paths at the 
first two wings of the receiver in every operating condition. In this paper, the main quality cri-
terion is the ability of the control system to keep the outlet temperature as close to the setpoint 
as possible during volatile radiation conditions. 

2. Control System 

The control system consists of four controllers. Figure 2 shows the layout of the control system. 
Two mass flow controllers, which manipulate the opening of the control valves, a temperature 
controller that defines the overall mass flow through the receiver, and a temperature difference 
controller that minimizes the temperature difference at the point at which the two parallel flow 
paths mix together by adjusting the mass flow difference between the two flow paths. All used 
feedback controllers are limited PID controllers.  

 

Figure 2. Schematic drawing of the control system. 

Simple feedback and feedforward controllers struggle with controlling the outlet temperature 
in volatile radiation conditions because the molten salt usually needs between one and ten 
minutes to pass through the receiver [2], [3]. Although radiating the absorber tubes from both 
sides has the potential to lower the delay time, because the applied mass flow per absorber 
tube is higher, the delay remains the main challenge for the control system. To reduce the 
deviation of the outlet Temperature from the setpoint during fast changes in the flux density, 
as they appear as the result of cloud passages, a feedforward controller is included in the 
temperature and the temperature difference controller. The feedforward controllers calculate 
the overall mass flow and the mass flow distribution based on steady-state energy balances. 
For that purpose, it is assumed that the receiver system is equipped with real time flux density 
monitoring.  
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3. Control optimization 

To evaluate the controller quality as objectively as possible, a cost function is defined for a test 
cycle of radiation steps on the receiver system. Conventional cost functions that are widely 
used in control systems like the Integral Squared Error (ISE) are symmetric and do not take 
into consideration that in molten salt systems, exceeding the setpoint has higher technical 
costs then falling below it. This is caused by the decomposition reaction of the commonly used 
nitrate salt mixture “solar salt” at higher temperatures and its effects on metal corrosion [4]. 
That is why an asymmetric cost function was defined. Apart from asymmetry, the function 
should also be progressive over the absolute value of the error. For control errors smaller than 
zero (the actual value is lower than the setpoint), the time derivative of the cost function is 
given by the following equation: 

dC
dt

= ln��
Δy
4 �

2

+1� ∙2 (1) 

With 𝐶𝐶 as the costs and 𝛥𝛥𝛥𝛥 as the actual control error. For control errors greater than zero (the 
actual value is higher than the setpoint), the time derivative of the cost function is defined as 
follows: 

dC
dt

= ln��
Δy
3 �

2

+1� ∙5 (2) 

Figure 3 shows the curve of the time derivative of the cost function depending on the control 
error. 

  

Figure 3. Time derivative of the cost function. 

The given function is not to be understood as the only possible cost function for this optimiza-
tion problem. Every function that is asymmetric, progressive over the absolute value of the 
error, and can be stably implement into the dynamic model is suitable.  

For tuning the preliminary control parameters and testing the control stability, a simple 
dynamic model of the receiver is implemented with the object-oriented modeling language 
Modelica in the environment Dymola. The simplified model only represents the energy bal-
ance, the delay due to salt transport, and the dynamic behavior of the control valves. Inlet and 
outlet tank are represented by pressure boundaries, assuming that the pressure and level con-
trol in the tanks work ideally. As a first approach, the control parameters are tuned manually. 
To optimize and test the control parameters under realistic conditions a detailed dynamic 
model of the receiver is developed. This advanced dynamic model is based on previous re-
search by Schwager et al. [5]. Every wing of the receiver is discretized in two dimensions. The 
model takes dynamic energy losses, the solar flux distribution, and infrared radiation exchange 
between the wings into consideration. The control system with its preliminarily tuned parame-
ters is transferred to the detailed model. Because the detailed model also considers energy 
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losses, the feedforward control cannot be transferred from the simplified model to the detailed 
model without modification. For the correct calculation of the needed mass flow, a term for the 
receiver efficiency needs to be added. The following equation gives the feedforward signal: 

ṁff=ηth
Q̇abs
cpΔT

 (3) 

With 𝜂𝜂th as the thermal efficiency of the receiver, �̇�𝑄abs as actual absorbed solar power, and Δ𝑇𝑇 
as the temperature difference between the inlet and outlet of the receiver. The thermal effi-
ciency is determined as follows: 

ηth=
ṁcpΔT
Q̇abs

=
Q̇abs-Q̇loss

Q̇abs
 (4) 

This results in the following equation for the feedforward signal. 

ṁff=
Q̇abs-Q̇loss

cpΔT
 (5) 

Figure 4 shows the determined energy loss characteristics of the star receiver and the linear 
fit function that is used in the feedforward controller. 

 

Figure 4. Energy loss characteristics of the star-receiver. 

The final optimization of the control parameters is done by minimizing the costs for a defined 
test scenario of radiation steps in dependency of all nine control parameters with the Nelder-
Mead-method. The Nelder-Mead method is a downhill simplex approach that does not need 
to determine derivatives [6]. Figure 5 shows the flux trends of the optimization scenario.  

 

Figure 5. Generic test scenario of flux steps on the receiver for the control optimization. 
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The scenario is generic and was developed to have flux steps up and down of different heights, 
covering a wide range of load cases. The flux distribution between the first two wings of the 
receiver is also varied. Table 1 shows the control parameters before optimization like they were 
tuned manually in the simplified test system and after the optimization. 

Table 1. Control parameters before and after optimization. 

Variable Before optimization After optimization 
Both mass flow controllers   

k 0.0061 0.0086288 
Ti 10 2.4717 
Td 1.8 0.2050 

Temperature controller   
k 5 14.8098 
Ti 100 160.9481 
Td 0.001 0.001337 

Temperature difference controller   
k -0.0005 -0.0006834 
Ti 8000 5810.0215 
Td 0.005 0.004504 

4. Radiation data and cloud modeling 

Real weather data is used to create a realistic test scenario for the control system. Based on 
DNI maps of an 8x8 km² area, with a spatial resolution of 20x20 m² and a time resolution of 
30 s, the shading of the heliostat field is calculated for each time step. The DNI-maps are 
sourced from an all sky imager based nowcasting system by Nouri et al. [7]. To determine the 
resulting flux density on the receiver, the heliostat field is divided into six parts. Each part is 
assigned to one side of a wing. The nominal flux density distribution on the receiver, which 
was determined by raytracing simulations in the environment STRAL, is scaled depending on 
the area-weighted average of the Clear Sky Index (CSI) in the area of each heliostat cluster. 
Figure 6 shows the parts and the assignment of the heliostat field as well as an exemplary DNI 
map with clouds. 

 

Figure 6. (a) Clustering of the heliostat field, (b) exemplary matching DNI-map, both maps 
8x8 km² with a spatial resolution of 20x20m². 
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The assignment assumed in Figure 6 does not necessarily comply with the actual heliostat 
assignments to aim points at the receiver. The method presented in this work is just meant to 
produce realistic radiation time trends for testing the control system, without the necessity of 
computational expensive ray tracing simulations. It does not model the causal relationship be-
tween the used weather data and the applied flux on the receiver accurately. The calculation 
of the heliostat field shading leads to the flux trends shown in Figure 7.  

 

Figure 7. Resulting flux trends for the test scenario. 

Figure 7 shows the area weighted-average of the flux on each wing of the receiver. For proper 
contextualization Figure 7 also shows which flux time series the used method provides for clear 
sky conditions. 

5. Test results 

Figure 8 shows the outlet temperature trends of the receiver wings and the temperature differ-
ence trend for the optimized control system tested with the previously described cloud sce-
nario.  

 

Figure 8. Outlet temperature trends of the receiver wings and temperature difference be-
tween the first two wings during the cloud passage test cycle. 

There are only moderate radiation gradients during the first hours. During this time, there is 
almost no deviation from the setpoint. In the time period from the fourth to the sixth hour, there 
are several sharp radiation steps causing periods with high positive and negative temperature 
control errors. Those are occurring especially when there is a mass flow difference between 
the first two wings of the receiver (see Figure 9) caused by high flux differences (see Figure 7). 
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Figure 9. Mass flow trends of the receiver wings during the cloud passage test cycle. 

To illustrate these results, Figure 10 shows the magnitudes of the occurring control errors and 
the corresponding accumulated time in which they occurred, for the control system before and 
after the parameter optimization. The measurement started when one of the systems reached 
the setpoint for the first time and was ended just when the temperature dropped due to the low 
solar radiation. All errors whose magnitude is lower than 4 K are neglected because they are 
assumed to be acceptable. With the optimized parameter set, the accumulated time in which 
control errors with a magnitude greater than 4 K occur is lower. The maximum of the positive 
control errors is also lower for the optimized parameter set. 

 

Figure 10. Accumulated time in which different control errors occur. 

6. Conclusion 

A control concept for a molten salt star-receiver was developed. The control parameters were 
optimized in a test cycle by minimizing a cost function. The control concept was tested in cloud 
passage scenarios based on real weather data. During these tests, the control system shows 
no sign of unstable behavior. During periods with moderate radiation gradients, the perfor-
mance of the control system is sufficient. But with the given control system it is not possible to 
fully compensate the system dynamics which are dominated by the salt transport delay. That 
is why the temperature deviations during cloud passages, which cause sharp radiation steps, 
is high. Temperatures up to 580 °C are measured at the outlet of the receiver. Despite the 
limited performance due to the simple controller approach, the system is shown to be functional 
in the given test case and provides a starting point for further developments, like the integration 
of model predictive controllers. 

In general, defining a cost function and minimizing the costs during a defined test cycle 
seems to be a useful approach to tune the controller parameters of solar thermal systems. 
Nevertheless, the main issue with the used control system is the inability to compensate the 
delay due to salt transport. The results of the optimization are also strongly dependent on the 
cost function and test cycle. Therefore the quality of the control system varies with the quality 
of the used cost function and the quality of the optimization scenario. To ensure that the current 
parameter set is optimal, more simulations with different scenarios and cost functions need to 
be carried out. 
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